
• Podcasts 
• Workshops 
• Uni im Rathaus 
• Ringvorlesungen 

KI-Sprechstunde 

Unsere KI-Sprechstunde bietet eine erste Anlaufstelle bei 
Fragen zu Künstlicher Intelligenz oder Maschinellem 
Lernen. Wissenschaftler:innen schildern Ihr Anliegen, und 
Experten diskutieren mögliche Lösungswege und geben 
praktische Umsetzungstipps.

Inhalt und Umfang 

AI4SmartTechnologies bietet ein 
einzigartiges Fundament der KI-
Methodenforschung. Die Universität 
Rostock stellt den leistungsstärksten 
Verbund im Bereich der KI-
Methodenforschung für maschinelles 
Lernen, für künstliche Intelligenz und für 
die visuelle Datenanalyse bereit. Auf 
dieses Fundament stützen sich vier 
Forschungsfelder, in denen die 
Universität Rostock durch 
herausragende Forschungsaktivitäten 
vertreten ist: 
• Innovative medizinische 

Gesundheitstechnologien 
• Digitale Maritime Technologien 
• Intelligente und nachhaltige Energie 
• Digital Humanities & Digitale 

Hermeneutik

Das Netzwerk für Methoden und Anwendungen der Künstlichen Intelligenz in Rostock

INTERDISZIPLINÄRE FAKULTÄT 

AI4SmartTechnologies

Abbildung 2.10: AI4SmartTechnologies
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Algorithmische Methoden & Computational Analytics:
Maschinelles Lernen, Künstliche Intelligenz, Visual Analytics

Zielsetzung 

Die Nutzung von Methoden der 
künstlichen Intelligenz sind ein zentraler 
Faktor für die Innovationsfähigkeit eines 
Standortes und Grundlage moderner 
Forschungsansätze. 

Als Volluniversität bietet die Universität 
Rostock zusammen mit der 
Universitätsmedizin sowohl die 
wissenschaftliche und interdisziplinäre 
Basis als auch Strukturen und Personal, 
um die überregionale Sichtbarkeit und 
Wettbewerbsfähigkeit Mecklenburg-
Vorpommerns beim Thema künstliche 
Intelligenz sicherzustellen und 
kompetent weiterzuentwickeln. 

KI an der Uni Rostock: Beispiele für Projekte und Verbünde

Abbildung 4.3: Forschungs- und versorgungsassoziierte Leuchttürme in der Krankenversorgung

HealthTechMedicine
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Abbildung 2.11: Struktur des DigitalHealthCampus
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Chapter 6

Transformation-Equivariant Model:
TED-S

This chapter focuses on the TED-S model [WWL+22]. Within the scope of the literature research in
Chapter 4 and the requirements analysis in Section 5.1, this model has turned out to be the one that meets
our requirements to the highest degree. First, I briefly describe the architecture of the model in Section
6.1, following the notations in the original paper. For more detailed information on the model architecture,
I refer to the original paper [WWL+22] as well as the associated code [WWL+]. Subsequently, I present
my results in testing the model on the Kitti validation set in Section 6.2. Lastly, in Section 6.3, I write
about creating the environment to use the model.

6.1 Architecture

TED is based on the Voxel R-CNN model [DSL+21] and follows the two-stage framework, i.e. it works
with region proposals. Furthermore, the input is voxelized, thus a voxel-based approach is followed. The
model is divided into several modules (see Figure 6.1), which I will present in the following.

Figure 6.1: TED Overview [WWL+22]

33
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Objects placed next to each oher

3D Models

Tetrapod UXO Reef Cone Concrete Ring

Point Clouds

Tetrapod UXO Reef Cone Concrete Ring

Figure 7.1: Objects overview

I first modeled the seafloor (version 1), seen in Figure 7.2, in Blender from a cuboid and using the
sculpting techniques “Crease”, “Draw” and “Blob”, exported it as an obj file, and then converted it to a
point cloud as described above.
Since the resulting ground model is relatively flat and, more importantly, identical in every scene, using the
ground would have greatly simplified the training of the model. For this reason, I decided to additionally
integrate an implementation of the diamond square algorithm [Hun15] for randomized generation of
fractal surfaces into the script for dataset generation. With this, each scene now has an individual and
randomly generated subsurface, which is not consistently flat and makes the assignment of points to the
ground or searched objects by the model more difficult.
The tool I wrote supports the specification of a roughness value with which the roughness of the ground
can be configured. The values one to ten are supported, where a value of one produces a relatively flat
ground with minimal height differences within the scenes and a value of ten produces a rough ground,
which reaches a maximum height of up to 6.5 m. The random generation of the ground always starts at
height 0.
In addition to the ground and objects in the scenes, swarms of fish as well as two rock models, seen in
Figure 7.2 can be inserted. I was able to identify the rock models online12 and rescaled them afterwards

1https://www.turbosquid.com/de/3D-models/3D-cave-platform-2-base-2068878, accessed: 2023-06-19
2https://www.turbosquid.com/de/3D-models/3D-cave-platform-3-base-2073294, accessed: 2023-06-19

Neuronale Architektur & Objekterkennung
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(a) (b)

Figure 7.4: Model output for a real Sonar point cloud. (a): Raw point cloud from las file. (b): Model
output for downsampled point cloud.

The model was able to detect all four tetrapods. However, it must be mentioned that I had to increase
the detection score threshold from 0.5 to 0.8. At a lower threshold, the model output contained false
positive UXO predictions in addition to the tetrapod predictions.

Base Dectector
In addition to the training and the subsequent evaluation of the model, I also wrote a relatively straight-
forward detector, which is not based on neural networks, in order to be able to better interpret the results
obtained with the model.
The detector consists of a decision tree and the clustering algorithm DBSCAN. First, the task of the
decision tree is to determine exactly the points that belong to tetrapods when a point cloud is used as
input. With the output of the tree, a sub point cloud can be formed, which in the optimal case consists
only of tetrapods. Afterwards, clusters are created in this point cloud using DBSCAN. The Bounding
Box of the tetrapod is then placed in the cluster midpoints so that final predictions are made for the
positions of the tetrapods in the initial input cloud. Since in practice, the sub point cloud did not consist
exclusively of points belonging to tetrapods, the detector ignores found clusters with less than 100 points.
The use of 100 points as a threshold value proved to be effective in combination with the tool used to
create the dataset and the point density used in the dataset.
Confidence score and rotation value, which in addition to the object class and the bounding box parame-
ters are also needed for the evaluation of the predictions, were randomly selected. It should be mentioned
that due to the shape of the bounding box of the tetrapod, however, the rotation value plays a rather
minor role compared to objects of the class “UXO”. That is, the same deviation of the rotation value
compared to that of the ground truth box results in a lower IoU loss for the tetrapod than for objects of
the class “UXO”.
The detector was trained and evaluated with the data also used for the model. During the evaluation, it
turned out that the detector was able to distinguish objects from the ground reasonably well, but it was
not able to distinguish between the classes and to identify only tetrapods.
By filtering clusters with few points, initially occurring false positives consisting of ground points could
be eliminated for the most part. The main problem, however, is that there are too many false positives
since it is not correctly distinguished between the object classes, meaning that the decision tree does not
provide a sub-point cloud consisting exclusively of tetrapod points. Figure 7.5 shows the output of the
decision tree as well as the final output of the detector for a scene of the test dataset.
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Probabilistisches Modell

3d-Modell

Visualisierung von Unsicherheit

HealthTechMedicine

BIG DATA 2.0
Vernetzungsworkshop
Wirtschaft–Wissenschaft
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Marine Data Science
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new diagnostics, products and services, which are crucial for the EU to be in a leading position in the global 
competition for this important field. 
The central innovative aspect of the CombiDiag proposal is the development of a novel AI/data-driven peripheral 
biomarker based combinatorial early-AD diagnostic and case finding tool at PoC settings. If successful, it will 
have a ground-breaking impact on the minimal- or non-invasive, cost-effective diagnosis of early-stage AD, drug 
discovery, disease modifying treatment and preventative steps for this devastating disease. CombiDiag network 
synergizes the joint scientific capabilities and expertise of its consortium members for achieving this common goal 
and at the same time it has several highly innovative aspects, as detailed below, serving primarily as a research and 
training platform of scientific excellence for the Fellows. 
Innovative PoC graphene devices, automated speech recognition and wearable devices for peripheral 
biomarker discovery: we aim to employ the latest technologies in nanomaterials, speech recognition AI, and 
portable devices to develop (i) printed graphene PoC devices for the detection of body fluid markers and apply (ii) 
automated speech detection of cognitive function, and (iii) use of state-of-the-art wearable EEG/PSG devices for 
digital AD markers for home-based AD diagnosis and care. These automated and portable devices are low cost and 
minimal- or non-invasive for detection of AD biomarkers. CombiDiag aims to discover novel peripheral biomarkers 
from blood, saliva, urine, motor function, speech, and sleep, and to carry out an integrated study of these biomarkers 
for the discovery of combinatorial early AD diagnostics. The consortium members have extensive experiences on 
peripheral biomarker discovery. For instance, NB, Firalis, ISCIII and UoP have been working on AD biomarkers 
from blood, saliva and urine, and have developed a number of biomarker detection kits and patented techniques12. 
Firalis has finalized the analytical validation clinical studies on its patented blood protein and non-coding RNA 
signatures and the first and largest European multicentric clinical proof-of-performance study in body fluid 
biomarkers of early AD. URos and UCA have been working on accelerometric and speech markers for AD for several 
years13.  The successful application of these technologies in combination with the AI/Data-driven combinatorial 
diagnostic protocol will enable case finding at point of care to identify cases for more costly and invasive hospital 
diagnosis and disease modifying treatment studies. Importantly, involvement of patients and caregivers into the 
research design at all phases is integral part of the CombiDiag training and research approach. 
Involvement of stakeholders and communication skills: Across all development steps, CombiDiag will allow the 
DCs to develop much needed skills in patient participation and research communication. The selection of digital 
biomarker features and applications and the design of prospective clinical feasibility and validation study in 
CombiDiag will closely involve patients and caregivers already in the planning phase using methods of participatory 
research. The results will be communicated with the scientific peers, but also with public stakeholders and patients 
and caregivers as these are the people that are most affected by the innovation. CombiDiag will provide the DCs with 
a chance of personal and communication skill development. These skills also feed into the development of a business 
case for health innovation.  
Innovative business model: Cost-effective early AD diagnostics are of ultimate importance in health, economic, 
and societal terms in an ageing society to transforming the current hospital based expensive AD diagnosis and the 
patient care systems. With the emergence of these new diagnostic technologies, it’s equally important to develop 
business models to maximise their impact to health, economy, and society, and 
to enhance the training of our DCs in their entrepreneurship skills and mindset. 
CombiDiag builds on our partner’s synergies in relevant fields aiming to 
develop an innovative data-driven business model by combining data and the 
concept of lean start-up to investigate and evaluate business models in 
categories such as Data as a Service, Information as a Service, Answer as a 
Service to deliver mass personalization and relevance to healthcare 
stakeholders. 

1.2 Soundness of the proposed methodology 
1.2.1 Overall methodology 
Figure 1.2 is an overview of the RTD programme and its main technologies to 
be employed.  The resources and technologies available in the consortium 
include those for body fluid and digital markers, such as Mass spectrometer 

                                                      
12 Firat H. et al, patents, WO2017/153922 (PCT & US-REGULAR 16/083,440), and Alzheimer's and Dementia 14(7):P78; Suhail A, Pan G., et al, European 
patent, EP20217463.7; Sethi J. and Pan G. et al, Carbon 179, 514-522 (2021); B. Li, G. Pan, et al., Biosensors and Bioelectronics, 72, 313–319 (2015). 
13 König, A. et al., Alzheimer’s & Dementia: Diagnosis, Assessment & Disease Monitoring 1 112–124 (2015), König, A. et al., Dementia and geriatric 
cognitive disorders, 45(3-4), 198-209 (2018), Teipel S., et al., Alzheimer’s Dement. 14(9):1216-1231(2018). 

Figure 1.2 Overview of RTD research 
programme 

Associated with document Ref. Ares(2022)4587018 - 22/06/2022

16.05.25, 12:47People – Klinik für Psychosomatische Medizin und Psychotherapie
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People
The CombiDiag network brings together leading academic and industrial experts across Europe and worldwide and uses their synergies to build an interdisciplinary
and intersectoral research and training platform for the training of a new generation of scientists. 
 

The network involves institutions in AD diagnostics or related fields: universities and research institutions across Europe, SMEs, a public health and biomedical
research institute and as associated partners international institutions/companies from USA, Canada and China, including the major non-profit non-governmental
organisation in Europe for people with dementia Alzheimer Europe.

CombiDiag's Partners and Consortium Group

Universitätsmedizin Rostock

The University Medicine Rostock has more than 4,300 employees and another 500 in subsidiaries. Every day, almost 1,000 university physicians: doctors,
scientists, scientific staff and students work on over 500 basic and patient-oriented projects in associations and collaborations. This enables inter- and
transdisciplinary cutting-edge research, including in the areas of biomedical engineering/biomaterials and neuroscience, as well as in the profile area of oncology.

Reasearch at the Rostock University Medical Center has always benefited from the proximity to the other faculties of the University of Rostock and other non-
university scientific institutions at the location, such as the DZNE (Deutsches Zentrum für Neurodegenerative Erkrankungen).

Nordic Bioscience

Nordic Bioscience is a privately held biotech company located in Herlev, Denmark. It currently employs roughly 200 people of which 80 are the in the Research
and Development division. In addition to R&D, Nordic Bioscience has a laboratory division (measurement of various routine parameters for clinical trials as well
as Nordic Bioscience’s own biomarkers under strict regulations), and a Clinical Research Organization, which collaborates with pharma on all aspects of clinical
trial conduct.

In the R&D division, the focus is on two things. 1) Development of novel biomarkers for a host of diseases, such as arthritis, liver, lung fibrosis, neurodegenerative
diseases, and cardiovascular and renal disease. 2) Development of novel peptide drugs for the metabolic space. Of the 80 working in R&D app. 15 are involved in
the development of novel peptide drugs, whereas the remaining are employed in the biomarker division.
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“The cluster for future 
OTC Rostock offers a 
globally acting net-
work of companies and 
research institutes and 
direct access to highly 
trained and motivated 
people.” 

Prof. Dr. rer. nat. Udo Kragl 
University of Rostock 

„At the Ocean Tech-
nology Campus we 
combine research and 
application in an ex-
ceptional environment 
as a one stop shop for 
innovative underwater 
technologies.“ 

Prof. Dr. Ing. Uwe Freiherr von Lukas
Fraunhofer IGD

Join the Campus!
Excellent Conditions: The ecosystem for the 
Ocean Technology Campus Rostock already 
exists at Rostock Port within its harbor area.
A number of companies and research institutes 
are already developing new marine technolo-
gies on site.

As a special feature, the Digital Ocean Lab as 
an underwater test field offers realistic test con-
ditions in the Baltic Sea. Development of a new 
industrial cluster with settlements of national 
and international operating companies, expan-
sions of existing companies, start- ups in various 
areas and creation of new highly qualified jobs.

Establishment & cooperation of a global com-
petence network for underwater technology: 
COVE (Halifax/ Canada), Ocean Gate (Plymouth/
UK), GCE Ocean Technology (Bergen/Norway), 
and many more.

UNDERWATER 
TECHNOLOGIES 

FOR SUSTAINABLE 
OCEAN USAGE

Contact:
OTC Cluster Office
Alter Hafen Sued 6
18069 Rostock |  Germany

Phone: +49 381 202 689 12
Mail: otc@uni-rostock.de
www.otc-rostock.com

© Rostock Business

Beratung und Vernetzung

Prof. Stefan Oehmcke 
Visual and Analytic Computing 
in Ocean Technologies

Dr. Tobias Strauß 
Computational Intelligence Technology

KI-Stammtisch 

Der Stammtisch richtet sich an 
alle, die Interesse an KI-
Themen haben und sich 
vernetzen möchten. Neben 
fachlichen Diskussionen steht 
der persönliche Austausch im 
Mittelpunkt.

Universitätsmedizin Rostock
Rechtsfähige Teilkörperschaft der Universität Rostock

Klinik und Poliklinik für Psychosomatische Medizin und 
Psychotherapie 
Gehlsheimer Str. 20 · 18147 Rostock
Telefon:  0381 494-9618 
E-Mail:  ki-woche@med.uni-rostock.de

kpm.med.uni-rostock.de/ki-woche kpm.med.uni-rostock.de/ki-woche

Themenwoche KI in der Medizin Veranstaltungsort

Rathaus Rostock

Veranstaltungsfl äche (hinterer Teil des Foyers)

Am Neuen Markt 1 · 18055 Rostock

Öff entliche Verkehrsmittel:

Straßenbahn Linie 1, 4, 5, 6 bis Neuer Markt

Mit dem Auto: 

Parkplatz hinter dem Rathaus, Tiefgarage City oder 
CONTIPark Parkhaus Galerie Rostocker Hof

Worum geht es? 

Künstliche Intelligenz (KI) verändert unser Gesund-
heitswesen – sie kann helfen, Diagnosen zu erstel-
len, Kranke zu versorgen oder Therapien zu planen. 
In einer interaktiven Themenwoche erklären wir, was 
diese Entwicklung für Patienten, Ärztinnen, Pfl ege-
kräfte und Angehörige bedeutet. Dafür präsentieren 
wir wissenschaftliche Forschung und Unternehmens-
projekte aus Mecklenburg-Vorpommern, die KI für die 
Medizin entwickeln. Expertinnen und Experten  aus 
Praxis, Politik und Ethik diskutieren, was in Zukunft 
auf uns zukommt und wie wir Menschen ermutigen 
können, informiert mitzureden, wenn es um den Ein-
satz von KI in der Medizin geht. Unser Ziel: Komple-
xes für Menschen ohne wissenschaftlichen oder tech-
nischen Hintergrund greifbar machen – mit Hilfe von 
Kunst und Kultur.

Das erwartet Sie:

Interaktive Kunstausstellung 

Improvisationstheater

Podiumsdiskussion

ILWiA-Container „Smart Home zum Anfassen“

Frag die Forscher

Mit freundlicher Unterstützung

Die KI-Wochen sind ein Ableger des EU-Projektes 
CAIDX, in welchem wir international prüfen, wie 
KI-Anwendungen sinnvoll ins Gesundheitswesen 
integriert werden können.

Sind wir bereit? 
10.06. - 19.06.25 
KI verstehen,
Kunst erleben
Montag - Freitag: 10 - 18 Uhr
im Rathaus Rostock
Eintritt frei!

MV zeigt KI-Lösungen – 
Frag die Forscher
Podiumsdiskussion
ILWiA - Das WohnZukunft-Mobil
Improtheater 
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